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Abstract. We present a study of a classical ferrimagnetic model on a square lattice in which the
two interpenetrating square sublattices have spins one-half and one. This model is relevant for
understanding bimetallic molecular ferrimagnets that are currently being synthesized by several
experimental groups. We perform exact ground-state calculations for the model, and employ
Monte Carlo and numerical transfer-matrix techniques to obtain the finite-temperature phase
diagram for both the transition and compensation temperatures. When only nearest-neighbour
interactions are included, our non-perturbative results indicate no compensation point or tricritical
point at finite temperature, which contradicts earlier results obtained with mean-field analysis.

1. Introduction

Stable, crystalline room-temperature magnets with spontaneous moments are the subject of
a great deal of interest because of their potential applications, including those in areas such
as thermomagnetic recording and in devices [1]. It is widely believed that ferrimagnetic
ordering plays a fundamental role in some of these materials, and the synthesis of new
ferrimagnetic materials is an active field in materials science.

In a ferrimagnetic material two inequivalent moments interacting antiferromagnetically
can achieve a spontaneous magnetization at temperatures that are low compared with the
strength of the interaction. At these low temperatures, the inequivalent moments are
antiparallel but do not cancel [2, 3]. The simplest bipartite lattice to consider is a linear
chain, where the sum of the moments in each unit cell can result in a large moment for
the chain. If adjacent chains can be positioned such that their moments are parallel, then a
transition can occur at low temperatures to a state of three-dimensional (3-D) ferrimagnetic
order [4].

Important advances have been made by several groups in the synthesis of ferrimagnetic
chains [5, 6]. However, it is difficult to achieve high critical temperatures with quasi-one-
dimensional materials. Consequently the discovery of bimetallic molecular materials with
spontaneous moments at temperatures as high as 43 K [7] has directed the experimentalist
toward the formation of 2-D and 3-D bimetallic lattices [8].

Synthesis of single-chain and double-chain ferrimagnets is now becoming standard,
and attempts to synthesize higher-dimensional polymeric ferrimagnets are starting to
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give very encouraging results. Some of the materials currently under investigation
are 2-D organometallic ferrimagnets [7], 2-D networks of the mixed-metal material
{[P(Ph)4][MnCr(ox)3]}n where Ph is phenyl and ox is oxalate [9], 3-D ferrimagnets
with critical temperatures up to 240 K [10], and the recently developed amorphous
V(TCNE)x ·y(solvent) with ordering temperatures as high as 400 K [11]. Experimental
studies on recently synthesized compounds such as N(n-CnH2n+1)4FeII FeIII (C2O4)3 with
n = 3–5 have found critical temperatures between 35 and 48 K, and some of these
compounds exhibit a compensation point near 30 K [12].

The intense activity related to the synthesis of ferrimagnetic materials requires a parallel
effort in the theoretical study of these materials. Mixed Ising systems provide good models
for studying ferrimagnetism. The magnetic properties of these model systems have been
examined by high-temperature series expansions [13], and renormalization-group [14, 15],
mean-field [16] and effective-field approaches [17, 18]. A diluted mixed Ising model has
also been studied using the effective-field approach [19]. An exact solution of a mixed Ising
model on a Union Jack lattice has recently been found for a low-dimensional manifold in
the parameter space [20]. The model on the Union Jack lattice used by the authors of [20] is
equivalent to the model studied here, and their exact results are only for a two-dimensional
manifold in our four-dimensional parameter and temperature space. In our work we study
a classical model of a ferrimagnetic system: a mixed spin-1/2 and spin-1 system on a
square lattice. We are interested particularly in the phase diagram and in the location
and characterization of the compensation point: the one temperature where the resultant
magnetization vanishes below the critical point (type N in the Néel classification [2]).

The behaviour at the compensation point is of fundamental significance in the field of
thermomagnetic recording. It has been found that the coercivity diverges at the compensation
point [21]; at this point only a small driving field is required to reverse the sign of the
magnetization. Just below the compensation temperature the coercivity falls to a minimum
before rising again at low temperature. This temperature dependence of the coercivity near
the compensation point can be applied to writing and erasing in high-density magneto-optical
recording media. The thermomagnetic effects are achieved by local heating by a focused
laser beam. It has been shown that by using films with compensation temperatures higher
than room temperature, it is possible to attain a direct overwrite capability in magneto-optic
thin films [22].

In section 2 we present the Hamiltonian of the model and its ground states. We next
briefly describe the non-perturbative techniques used to study the model: Monte Carlo
(section 3) and numerical transfer-matrix calculations (section 4). In section 5 we discuss
our results, and finally we present the conclusions of our work in section 6. Preliminary
results for our model have been published elsewhere [23].

2. The model and its ground states

Our model consists of spins on two interpenetrating square sublattices. One sublattice has
spinsσ on the lattice sites, whereσ has two states,σ = ±1. The spinsσ are spin 1/2, but
we choose to put the factor of 1/2 into the interaction parameters. The sites of the other
sublattice have spinsS which can have three states,S = ±1, 0. Each spinσ has only
S-spins as nearest neighbours, and vice versa. The Hamiltonian that we study is

H = −J1

∑
〈nn〉

σiSj − J4

∑
〈nnn〉

σiσk +D
∑
j

S2
j (1)
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where the sums
∑
〈nn〉 and

∑
〈nnn〉 are over all of the nearest-neighbour (nn) and next-nearest-

neighbour (nnn) bonds, respectively. EachJ is an exchange interaction parameter, andD

is the crystal field, all in energy units.
We fix J1 to be negative, so the coupling between the nn spins is antiferromagnetic. It is

well known that the model withJ4 = D = 0 does not have a tricritical point [24]. However,
recent studies based on mean- and effective-field theories indicate that the crystal fieldD

plays an important role in the magnetic behaviour of the system, and that theJ4 = 0 model
has interesting characteristics such as tricritical and compensation points [16, 18, 19]. Since
using mean-field theories is a very approximate way to study Ising models, and in view of
the fact that the compensation point has technological significance and is being measured in
the new synthesized ferrimagnetic materials, we consider it important to test the magnetic
behaviour of these models using non-perturbative techniques. Monte Carlo and numerical
transfer-matrix methods have proven to be efficient and accurate methods for studying Ising
and a great variety of other models.

Figure 1. The ground-state diagram for the model. There are four regions, in each of which
the configurations of the 2× 2 cells are indicated. The spinsS are enclosed in circles, and may
be±1 or 0. The transition line not parallel to the coordinate axes is labelled by the right-hand
side of the defining equation,J4 = aD + b|J1|. Inside the ellipses are the energies per site of
the 2× 2 cell.

In order to find the ground-state diagram for finite values of the parameters, we use a
2×2 cell. For our Hamiltonian the ground state is translationally invariant, and a 2×2 cell
is sufficient for including all possible ground states [25]. With rotational symmetry taken
into account, the 2×2 cell has 2232/2= 18 configurations. Figure 1 shows the ground-state
diagram for the Hamiltonian in equation (1) forJ1 < 0, where the boundaries between the
regions are obtained by pairwise equating of the ground-state energies. The critical values
of the parameters at which the zero-temperature phase transitions occur are shown in the
graphs. When performing non-perturbative studies at finite temperature, we will pay special
attention to the vicinities of these points.
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3. Monte Carlo calculations

Standard importance-sampling methods [26] were applied to simulate the model described
by the Hamiltonian of equation (1) on square lattices ofL×L sites with periodic boundary
conditions. Most of the data were obtained withL = 40, but we also present some results
for L = 10, L = 16, andL = 60. Configurations were generated by sequentially traversing
the lattice and making single spin-flip attempts. The flips were accepted or rejected with
standard heat-bath dynamics. We use the very-long-period (of the order of 295), random-
number generator KISS (for Keep It Simple, Stupid) [27]. Data were generated with 25 000
Monte Carlo steps per site after discarding the first 2500 steps. The error bars were taken
from the standard deviation of blocks of 500 measurements each. We defineβ = 1/kBT ,
and take the Boltzmann’s constantkB = 1. Our program calculates the internal energy, the
specific heat, the sublattice magnetizationsM1 andM2 defined as

M1 = 2

L2

〈∑
j

Sj

〉
(2)

M2 = 2

L2

〈∑
i

σi

〉
(3)

and the total magnetizationM = (1/2)(M1+ gM2), where the factor 1/2 gives the correct
normalization for the whole lattice sinceM1 and M2 are normalized for the sublattice.
Throughout this paper we take theg-factor to beg = 1/2. We also measured the order
parameters

O± = 1

L2

〈∣∣∣∣∣∑
i

Si ± g
∑
j

σj

∣∣∣∣∣
〉

(4)

and the susceptibilities associated withM, M1, M2, andO±. The averages are taken over
all configurations generated, the sums overi are over all of the sites withσ -spins, and the
sums overj are over all of the sites withS-spins. There areL2/2 terms in each sum. We
verified that our results are in agreement with exact enumeration studies forL = 2, and
that the ground-state diagrams are reproduced for different combinations of the parameters
in the Hamiltonian.

For an infinite lattice, the order parameterO+ would not be defined with the absolute
value in equation (4), and would change sign at the compensation temperatureTcomp.
However, for a finite lattice the absolute values are required to keep the order parameters
non-zero in the limit of a long measurement time. An efficient way to locateTcomp using
the Monte Carlo data is to find the crossing point of the absolute values of the sublattice
magnetizations, i.e.,

|M1(Tcomp)| = g|M2(Tcomp)| (5)

with the conditions

sign(M1(Tcomp)) = −sign(M2(Tcomp)) and Tcomp< Tc. (6)

These relations ensure thatO+(Tcomp) as defined in equation (4) is equal to zero.

4. Transfer-matrix calculations

Traditional numerical transfer-matrix (TM) calculations [28] were performed as a second
non-perturbative method to obtain finite-temperature phase diagrams, critical exponents, and
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compensation temperatures. These results were compared with the Monte Carlo results, as
well as with previous mean-field calculations.

For a square lattice with different spins on each of the two square sublattices, care
should be taken to ensure that the TM is symmetric. A symmetric TM is preferred, since
it is much easier numerically to calculate its eigenvalues and eigenvectors. We used two
different TM constructions, both of which give symmetric transfer matrices, as detailed
below. The largest eigenvalues and eigenvectors of these symmetric transfer matrices
were then calculated using the NAG subroutine F02FJE. This subroutine requires only
multiplication of an arbitrary vector by the TM, and consequently it is not necessary to
store the entire TM in memory. This allows us to use very large transfer matrices in our
calculations. For both TM implementations, the lattice is wrapped on a torus of finite
width and infinite extent, and periodic boundary conditions are imposed. However, the
periodic boundary conditions are for a given column of spins, and lead to different boundary
conditions in terms of the primitive lattice vectors, since the infinite direction of the torus
may not be along a direction given by a single primitive lattice vector.

The two different implementations of the transfer matrix are called TM1 and TM2,
and the details of the construction of the transfer matrices are given in the appendix. The
remainder of the equations in this section are stated for the TM1 implementation withN ,
but would be equally valid for the TM2 implementation withN replaced bỹN . The inverse
correlation length,ξ−1

N , is given by the ratio of the largest and next-largest eigenvalues of
the TM as

ξ−1
N = ln

∣∣∣∣λ1

λ2

∣∣∣∣ . (7)

The scaling form forξ is [28]

ξN = NF(tNyT ) (8)

wheret = |(T − Tc)/Tc| is the reduced temperature. Att = 0, equation (8) allows one to
calculate the finite-strip estimates for the critical temperatureTc as the temperature where
the phenomenological scaling relation

ξN

N
= ξN+1

N + 1
(9)

holds. Differentiating the scaling relation given as equation (8), and evaluating it at the
estimated value ofTc given by equation (9) gives the finite-strip estimate of the critical
exponentyT = 1/ν as [28]

yT + 1= ln[(dξN/dt |t=0)/(dξN+1/dt |t=0)]

ln[N/(N + 1)]
. (10)

The differentiation in equation (10) was performed as a two-point finite difference.
The TM calculation of the compensation point was only done in the implementation

TM2, since withJ4 6= 0 the TM1 implementation is not symmetric. The standard method of
calculating the magnetization by diagonalizing a 2× 2 matrix formed from the expectation
values of the magnetization operator using the two largest eigenvectors was used [29]. If
M is the magnetization operator, the solution of the equation

det

∣∣∣∣ 〈1|M |1〉 −m 〈1|M |2〉
〈2|M |1〉 〈2|M |2〉 −m

∣∣∣∣ = 0 (11)

gives the magnetization. Here〈i| (|i〉) is the left (right) eigenvector associated with the
ith-largest eigenvalue of the transfer matrix. For a givenÑ , the compensation temperature
is the temperature below the critical temperature where the magnetization is zero.
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Figure 2. The finite-temperature phase diagram for theJ4 = 0 model. The solid line corresponds
to the second-order phase transition and its termination at a tricritical point (×) found using a
mean-field approximation [16]. The symbols♦ (∗) with error estimates are Monte Carlo results
for lattices withL = 10 (16). The numerical transfer-matrix (TM1) results are also shown for
system sizesN ×∞ and (N + 1) ×∞ with N = 4 (©), N = 6 (+), andN = 8 (�). In the
limit D → −∞, the model reduces to a nn spin-±1 Ising model, and the arrow indicates the
exact value ofTc in this limit.

5. Results

We first tested the mean-field predictions that theJ4 = 0 model has a tricritical point and a
range ofD-values with a compensation point. The ground state for this model corresponds
to the line J4 = 0 in figure 1. WhenD → ∞, one sublattice consists exclusively of
S = 0 spins, and the magnetic behaviour of the system corresponds to a non-interacting
spin-σ = ±1 model arranged on a square lattice. IfD→−∞, theS-spins are never zero,
and this limit corresponds to the standard Ising spin-±1 model on a square lattice with
antiferromagnetic ordering. Figure 2 shows the finite-temperature phase diagram forJ4 = 0
as a function ofD/|J1| (we chooseJ1 = −1) obtained with the Monte Carlo and numerical
transfer-matrix methods. We also show on the same graph the mean-field results [16]. To
get the transfer-matrix results we used TM1 withN ×∞ and (N + 1) ×∞ lattices, for
N = 4, 6, and 8. The Monte Carlo data for the critical temperature were obtained from the
location of the specific heat maximum for lattices withL = 10 andL = 16. These results
were confirmed withL = 40, but these results are not shown in the figure. As the lattice
size increased, the agreement forTc from the TM and Monte Carlo calculations became
closer. The finite-strip-width estimates foryT calculated with TM1 and TM2 are consistent
with the Ising valueyT = 1 and are presented in figure 3. Indeed, asN or Ñ increases,
the value foryT approaches the Ising value for allD/|J1| < 4. These numerical transfer-
matrix results strongly suggest that there is a multicritical point only atT = 0 located at
the pointD/|J1| = 4. There is no indication of a tricritical point at finite temperature.
Such a tricritical point would be noticeable in thatyT would exhibit a crossover to the
thermal exponent associated with a two-dimensional tricritical point, which hasyT = 1.80
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Figure 3. Numerical transfer-matrix results for the critical exponentyT = 1/ν. Finite-strip-
width estimates usingN ×∞ and (N + 1) ×∞ lattices and TM1 are shown forN = 4 (©),
N = 6 (+), andN = 8 (�). The results obtained from TM2 with̃N ×∞ and (̃N + 1)×∞ are
shown forÑ = 2 (×) and Ñ = 3 (⊕). It is clear that the results are consistent with the Ising
valueyT = 1. This becomes more evident as we increase the size.

[30]. Furthermore, past the tricritical point,yT should approach the value ofd associated
with a first-order transition. No such crossover is observed. For TM2 there is a change
in the direction of approach toyT = 1 asÑ becomes larger. However, such behaviour is
commonplace, and it is the value ofyT that is converged to which is important, and not the
direction of the convergence to this value. It is possible that a tricritical point is located at a
much lower temperature that we could study, but even at our lowest value ofTc we do not
see any indication of a tricritical point in the behaviour ofyT . An effective-field calculation
[17] also has found thatTc = 0 for D/|J1| > 4. Our detailed TM study shows thatTc goes
linearly to zero asTc/|J1| = 2.45(±0.11)(4−D/|J1|) asD/|J1| → 4. This linear relation
holds extremely well betweenD/|J1| ≈ 3.8 and our lowest value ofD/|J1| = 3.9995,
where we getTc/|J1| = 0.001 225. Notice that our results are in excellent agreement with
the expected behaviour of the system in the limits of big and small values ofD. The
magnetization of theJ4 = 0 model behaves in the standard way—decreases continuously
as the temperature is raised, goes to zero at the critical temperature, and remains zero
thereafter—without showing any indication of the presence of a compensation point.

Our non-perturbative results for theJ4 = 0 model stand in sharp contrast with the
recent studies based on mean- and effective-field theories that indicate that this model has a
tricritical point and a compensation point ofD < 4 [16, 18]. We find no numerical evidence
for either of these two phenomena in theJ4 = 0 model.

In our search for the type of interaction that must be included to have a compensation
point in a mixed Ising ferrimagnetic system, the next step was to include next-nearest-
neighbour (nnn) interactions. Adding the nnn interactions between theS-spins, not theJ4-
interaction, we found that the finite-temperature phase diagram for the model also showed
no evidence of a compensation temperature.
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Looking at the zero-temperature phase diagram of the model with nnn interactionsJ4

betweenσ -spins, figure 1, gives us some hope of finding a compensation point for this
system. Starting from a ground state in the upper-left-hand quadrant, where theσ -spins
are parallel to each other and antiparallel to theS-spins, as the temperature increases the
D > 0 parameter favoursS-spins switching to zero. If, at the same time, there is a strong
enoughJ4 to oppose the disordering effects of the increasing temperature by keeping the
σ -spins parallel to each other, a configuration can be reached where the spin-S sublattice
has half of the spins 0, and the other half antiparallel to theσ -spins. Forσ = ±1 (g = 1/2)
spins, this configuration has total magnetization zero but the sublattice magnetizations are
not zero. The temperature at which this happens is the compensation temperature.

Figure 4. The magnetization versus the temperature for the model atD/|J1| = 3.6 and
J4/|J1| = 3. The distinctive behaviour of the magnetization at the compensation temperature
and at the critical temperature can be observed clearly. The results shown are actually those for
|M1|−(1/2)|M2| for system sizesL = 40 (+) andL = 60 (×). The ones forM1+(1/2)M2 and
O+ are almost identical except close toTc, where the finite-size effects are largest. The solid
curves give the magnetization from equation (11) from the numerical transfer-matrix calculations
with Ñ = 2 to Ñ = 5. The numerical TM estimates forTc from equation (9) are shown as
vertical lines forÑ = 2, 3 (dashed) and̃N = 3, 4 (solid). In the inset we show the absolute
values of the sublattice magnetizations,|M1| and |M2|/2. Note that|M1| has the value 1 at
T = 0. At the compensation point, the two sublattice magnetizations cancel each other. In
contrast, atTc, each one goes independently to zero, except for the remanent finite-size effects.

A general study of the finite-temperature phase diagram forJ4 6= 0 shows that a
compensation point exists for a certain range of theJ4-parameter in the region of figure 1
bounded byJ4/|J1| > 0 andD/|J1| < 4. In figure 4 we show an example of the behaviour
of the magnetization where the compensation and the critical point can be clearly observed.
By analysing the sublattice magnetizations, it is seen that the compensation point appears
via the mechanism described above, and that it is due to the different behaviours with
temperature of the two sublattices. As the temperature increases, more of theS-spins
switch from their ground-state value+1 (−1) to 0, but due to theJ4-interaction, more of
theσ -spins remain longer in their ground state−1 (+1), until, atTcomp, a configuration (half
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of theS-spins are 0, the other half are+1 (−1), and theσ -spins remain+1 (−1)) is reached
where the two sublattice magnetizations cancel each other, giving a total magnetization of
zero. If the temperature keeps increasing,T > Tcomp, the absolute values of the sublattice
magnetizations decrease but without cancelling each other. The total magnetization increases
for a while before it starts to decrease. It will be zero again at the critical temperature where
both sublattice magnetizations are zero. ForT > Tc the magnetizations remain zero.

Figure 5. Critical and compensation temperatures,Tc andTcomp, for the model atD/|J1| = 3.6.
The critical temperature is shown as a solid line and the compensation temperature as a dotted
line. Monte Carlo results forL = 40 are shown by the symbol♦ with error bars. The numerical
transfer-matrix (TM2) results forTcomp with Ñ = 2 are represented by×. ForTc, the numerical
TM sizes areÑ = 2, 3 (×) andÑ = 3, 4 (©). The lines are guides for the eye.

Figure 5 shows the critical and compensation temperatures plotted againstJ4 for a
particular value ofD. The compensation temperature does not exist until theJ4-interaction
takes some minimum value, after which it is almost independent ofJ4. Notice thatTc

increases withJ4. This is expected because it is more difficult for the spin lattice to become
disordered when there is a strong interaction that tends to keep theσ -spins parallel. The
behaviour ofTcomp is quite different. In order to have aTcomp < Tc, the J4 must have
a minimum value (which depends onD), but onceTcomp is reached, its value is almost
independent ofJ4. This behaviour can be explained by looking at figure 4. Increasing
J4 above the minimum value has the effect of keeping theσ -sublattice ordered at higher
temperatures, but has no effect on the compensation temperature that was already reached
when theS-sublattice magnetizationM1 was equal to−gM2, i.e., at the crossing point of
the inset in figure 4.

The compensation temperature,Tcomp, as a function ofJ4 andD is shown in figure 6(a).
There is a minimum value ofJ4 necessary for a compensation point to appear, and it depends
onD as is shown in figure 6(a) as a dotted line. Figure 6(b) shows projections of the dotted
line in figure 6(a) at which the compensation point first appears as a function ofD. The
minimum value ofJ4 at which a compensation point (Tcomp < Tc) appears decreases with
increasing values ofD. AsD increases, the magnetization of theS-sublattice decays faster,
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Figure 6. The compensation temperature for the model. (a) was calculated with TM2 and
Ñ = 2. The dotted line corresponds to the values below which the compensation point does not
exist. (b) Projections of the dotted line in (a), below which the compensation point does not
exist: from TM2 andÑ = 2 the minimum value ofJ4 (×) at which a compensation point exists,
and the compensation temperatureTcomp (+) at this minimum value ofJ4. Also presented are
Monte Carlo results (♦) with L = 40 for the minimum value ofJ4. The solid lines are guides
to the eye. Note thatJ4(minimum) andTcomp seem to go to zero asD/|J1| → 4.

and the crossing point of the two sublattice magnetizations occurs at a lower temperature,
Tcomp, where theσ -sublattice requires only a small value ofJ4 to remain ordered. Figure 6
indicates that only atD/|J1| = 4 can there be a compensation point without the nnn
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Figure 7. The critical temperature for the model for different values ofD. The values were
obtained with the numerical transfer-matrix method TM2, with̃N = 2, 3. The minimum of
each graph depends on the values ofJ4 andD, but as|J4| increases,Tc becomes independent
of D.

interactions (J4 = 0). However, as one sees in figure 6 and figure 7, both the compensation
temperature andTc go to zero at this point.

The critical temperature calculated using the numerical transfer-matrix method (TM2) is
shown in figure 7. The Monte Carlo estimates forTc obtained from the maximum value of
the specific heat are in excellent agreement with the ones obtained with the transfer-matrix
method. For large values ofJ4, the critical temperature seems to be independent ofD,
but for small values ofJ4, the dependence onD is clearly observed in the graphs. Again,
this behaviour is explained by the different temperature dependences of the sublattices.
WhenJ4 is large, theσ -sublattice remains ordered up to quite high temperatures, and this
effect dominates the overall behaviour of the model. Our results forTc are in excellent
agreement with the known exact results [20] to which they can be compared. In particular,
in figure 7 the exact solution is near the minima of the curves forD > 3|J1. It is important
to emphasize that the exact solution is only known for a two-dimensional manifold in
our four-dimensional (T , J1, J4, D) space. Furthermore, no portion of the exact solution
manifold hasJ4 = 0, and the exact solution does not provide the sublattice magnetizations.

6. Conclusions

We have applied two non-perturbative methods: Monte Carlo and numerical transfer-
matrix calculations, to study a mixed Ising system on a square lattice. The model has
two interpenetrating square sublattices, one with spinsσ = ±1 and the other with spins
S = ±1, 0. In order to study the ferrimagnetic behaviour of the model, we choose
the coupling between nearest neighbours to be antiferromagnetic. We calculated exactly
the ground-state phase diagram. Also, we have obtained the finite-temperature phase
diagram, and the critical and compensation temperatures for some interesting combinations
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of parameters. We found excellent agreement between the Monte Carlo and numerical
transfer-matrix data. Since the existence of a compensation point is useful for technological
applications such as thermo-optical recording, we consider it important to explore the range
and nature of the interactions associated with its existence. Our non-perturbative results are
in contradiction with mean- and effective-field studies for theJ4 = 0 model (the model with
only nn interactions), in which a tricritical point at finite temperatures and a range ofD

values with a compensation point were found [16, 18]. Consequently, results from methods
such as mean- and effective-field predictions for mixed Ising models must be treated with
extreme caution. Our results show that a compensation point is induced by the presence of
a nnn ferromagnetic interaction,J4, between the spin-1/2 spinsσ . The minimum strength
of the nnn interactionJ4 > 0 for a compensation point to exist was found to depend on
the other parameters of the Hamiltonian. We have demonstrated this in particular for the
crystal-field interactionD. We found that the system with only nn interactions does not
have a compensation temperature except at the point where the crystal field takes its critical
value, D/|J1| = 4, and that the compensation temperature and critical temperature are
both zero at this point. On the basis of the above evidence, we conclude that a model with
compensation temperature different from zero must have, at least, interactions with non-zero
parametersJ1 andJ4. We consider that this result can be of relevance for experimentalists,
due to the role of the compensation temperature, as a way to achieve temperature-dependent
coercivities. We expect that there may be regions in some experimental two-dimensional
ferrimagnets where compensation points may vanish when the couplings between nn and
nnn spins are changed, for example by the application of external pressures. Experimental
evidence of the effect of long-range interactions on the compensation point can be found in
studies involving multilayers with alternating thin layers of pure Tb and Co, where a strong
dependence of the compensation temperature on the layer thickness was found [32].

Acknowledgments

Useful discussions with C P Landee, P-A Lindg̊ard, and P A Rikvold are gratefully
acknowledged. We also thank J Zhang for checking our exact ground-state calculations
for the J1–D model against his numerical ones. This work was supported in part by the
Florida State University, Supercomputer Computations Research Institute, which is partially
funded through Contract No DE-FC05-85ER25000 by the US Department of Energy. Also,
support from the US DOE grant No DE-FG05-94ER45518 is acknowledged. GMB also
acknowledges financial support from the Venezuelan Science Council, CONICIT. MAN is
also supported by the National Science Foundation contract No DMR-9520325.

Appendix. Construction of the transfer matrices

This appendix presents the details of the construction of the two implementations, labelled
TM1 and TM2, of the transfer matrices that were used in the numerical calculations. We
use the notation and methodology of reference [31] to show the form of the TM, and that
the TM is symmetric. It is important to realize that in this notation curly brackets denote
the matrix product introduced in reference [31].

The first implementation of the TM (TM1) consists ofN spinsσ = ±1 in the first
column andN spinsS = 0,±1 in the second column. This structure is iterated for an
infinite number of columns. This only gives a symmetric matrix if the nnn interactions are
zero (J4 = 0). The TM can be written as the symmetric matrixAA T. The 2N × 3N matrix
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A, written forN = 4, is explicitly given by

A =


Q Q

Q Q
Q Q

Q Q

 (A1)

where the 2× 3 matrix Q, which takes into account the interactionJ1, is

Q =
(

exp[β(J1)] 1 exp[β(−J1)]
exp[β(−J1)] 1 exp[β(J1)]

)
. (A2)

In the second TM implementation (TM2), each column containsÑ spinsσ andÑ spins
S. The spins are numbered such that in one column a spinσ is the first spin, and in the
next column a spinS is the first spin. The TM has the formD1/2BD̃BTD1/2 where each of
the matrices are 6̃N × 6Ñ . The matrixB, written for Ñ = 3, has the form

B =



Q S S
QT

S Q S
QT

S Q S
QT


(A3)

where the 2×3 matrix Q is given by equation (A2). The 2×2 matrix S takes into account
nnn interactions between spinsσ (interactionJ4):

S =
(

exp(βJ4) exp(−βJ4)

exp(−βJ4) exp(βJ4)

)
. (A4)

The 6̃N × 6Ñ diagonal matrix contains nn interactions between the spins within a column.
For Ñ = 3 it is given by

D =



I2 Q
I3 QT

I2 Q
I3 QT

I2 Q
QT I3


(A5)

where the matrixI2 (I3) is the 2× 2 (3× 3) identity matrix. The 6̃N × 6Ñ diagonal matrix
D̃ has the same form as equation (A5), but starts withI3 rather thanI2 as the first element
in the matrix product.
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